Factors influencing metabolic syndrome perception and exercising behaviors in Korean adults: Data mining approach
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Abstract This study was conducted to determine which factors would predict metabolic syndrome (MetS) perception and exercise by applying a machine learning classifier, or Extreme Gradient Boosting algorithm (XGBoost) from July 2014 to December 2015. Data were obtained from the Korean Community Health Survey (KCHS), representing different community-dwelling Korean adults 19 years and older, from 2009 to 2013. The dataset includes 370,430 adults. Outcomes were categorized as follows based on the perception of MetS and physical activity (PA): Stage 1 (no perception, no PA), Stage 2 (perception, no PA), and Stage 3 (perception, PA). Features common to all questionnaires for the last 5 years were selected for modeling. Overall, there were 161 features, categorical except for age and the visual analogue scale (EQ-VAS). We used the Extreme Boosting algorithm in R programming for a model to predict factors and achieved prediction accuracy in 0.735 submissions. The top 10 predictive factors in Stage 3 were: age, education level, attempt to control weight, EQ mobility, nutrition label checks, private health insurance, EQ-5D usual activities, anti-smoking advertising, EQ-VAS, education in health centers for diabetes, and dental care. In conclusion, the results showed that XGBoost can be used to identify factors influencing disease prevention and management using healthcare bigdata.
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1. Introduction

Metabolic syndrome (MetS) is a cluster of risk factors that increase the development of atherosclerotic cardiovascular disease (ASCVD) as well as other health problems such as diabetes mellitus (DM) [1]. Recent meta-analysis results show that MetS is associated with a 2-fold risk increase for cardiovascular disease (CVD), CVD mortality, myocardial infarction (MI), and stroke, and a 1.5-fold increase in all-cause mortality [2]. Hence, healthcare professionals are concerned about preventing the disease, identifying affected individuals, and intervening to prevent disease progression [3].

Based on the Health Belief Model (HBM), clients’ perceptions of the threat posed by a health problem led to improved behavior to avoid the threat [4,5]. The first step for preventing MetS was to perceive its risk and be motivated to practice better health behaviors [6]. There was also increased physical activity (PA), being one of the most effective ways to reduce metabolic risk factors, as well as atherosclerotic cardiovascular disease (ASCVD), and weight reduction [7]. PA was significantly associated with a lower prevalence and incidence of MetS and individual risk factors (i.e., high triglyceride (TG) levels) in the general population [8,9]. People must be aware of MetS, and also engage in PA, as that approach is optimal for keeping it under control even preventing it. Those who are more aware of the disease and change their behaviors can aggressively help to prevent MetS.

Although there have been several studies to identify the relationship between MetS and risk factors, including lack of PA, there are few studies dealing with the perception of disease [7,10,11]. One study used a logistic regression model to identify factors in an individual’s metabolic perception and exercise behaviors in the elderly [6]. However, studies dealing with risk factors for MetS often have limitations due to variables selected in advance by the researchers. Despite deciding on important variables through the literature reviews and using critical thinking, the factors tested in the studies could have been biased and limited.

There is explosive growth in healthcare data available in the public domain. The KCHS, initiated by Korea Center for Disease Control and Prevention (KCDC), monitors the health status of the Korean population through the collection and analysis of data on a broad range of health topics [12]. The survey data include comprehensive information on pro-health behaviors including PA, sociodemographics, health status, and healthcare utilization [13]. Survey data is a good resource to identify group characteristics engaging in PA and being aware of MetS.

Big data in healthcare, such as KCHS with a variety of variables, is so large and complex that it is often difficult to manage with traditional software or hardware [14]. Data mining is useful for a great deal of data, incorporating some different data (various attributes, text mining), and flexible in modeling (e.g., inclusion of nonlinearity), which could automate most of the analysis process [14]. Data mining can be used for discovering patterns and correlations in a large database. The goal of predictive data mining is to derive models to be used with patient-specific information to anticipate outcomes and support clinical decision-making [15].

Among various methods in data mining, Extreme Gradient Boosting (XGBoost) is a new and impressive ensemble using the tree method [16]. XGBoost is also an efficient and scalable variant of the Gradient Boosting Machine (GBM), which has been an excellent tool for several machine learning competitions in recent years; this is due to its salient features such as ease of use, ease of parallelization, and impressive predictive accuracy [17,18]. Recently, there were few studies using EXBoosting with healthcare data – although these studies showed this method is a powerful method for classifying a specific patient group (e.g., epilepsy) with various types of features or even prediction of bioactive molecule [17,18]. However, there are still too few studies using this method in healthcare bigdata.
Moreover, there is no study to date, dealing with identifying risk factors for specific diseases, particularly, MetS. Therefore, the purpose of this study was to determine which factors would be most predictive of the group who engaged in PA with a clear perception of MetS, while applying a machine learning classifier, XGBoost.

2. Methods

We used the Extreme Boosting algorithm to classify the group that exercises and perceives MetS. XGBoost implements the concept of Gradient Tree Boosting which is designed to be efficient, accurate, flexible, and portable[16,19,20]. It is used for supervised learning problems, in which we predict target variable y from training data x. Compared to other gradient boosted machines, it relies on a more regularized-model formalization to control over-fitting and recognize scalability and effectiveness in various data mining competitions[16-20].

2.1 Data sources

Data were obtained from the KCHS, which represents community-dwelling Korean adults 19 years and older, from 2009 to 2013. It includes 370,430 adults for the last 5 years[Table 1]. The KCHS was conducted to provide data for planning, implementing, monitoring, and evaluating community health promotion and disease prevention by the KCDC from 253 existing administrative districts in Korea[12]. The survey monitors the health status of the Korean population through collection and analysis of data, using a broad range of health topics. The questionnaires of the survey consist of 10 categories: housing characteristics, health behaviors, immunizations, and screening, chronic disease, hospital utilization, injuries and addiction, limitation of activities, and quality-of-life(QoL), healthcare utilization, the sociophysical environment, and one's education and economic status[12].

2.2 Data preparation

2.2.1 Outcome variables

Outcomes were categorized based on the perception of MetS and PA, which means not only hearing about it, but knowing what it is. PA means walking continuously for over 10 minutes in the last week, moderate PA, or vigorous PA. Depending on the combination of two variables, the groups were divided into 4 categories: Stage 0(no perception, no PA), Stage 1(no perception, no PA), Stage 2(perception, no PA), and Stage 3(perception, PA). For this study, Stage 0 was excluded as the group perceived the analysis as meaningful. Stage 0(758,162) was excluded since the group did not reflect our research interests. Table 1 shows the number of people per group.

2.2.2 Feature selection for modeling

The KCHS questionnaire had little difference according to health concerns per year. For this study, a common questionnaire was used for 5 years along with modeling features. Among them, 15 features related to the outcome variables(PA and the perception of Mets) were excluded. Overall, there were 162 features, which were all categorical in nature except for age and EQ-VAS(Pain scale for the European QoL - 5 Dimensions, EQ-5D).

2.3 Model validation technique

The dataset was split: 90% for training and 10% for test use a random sampling. There was a 10-fold cross validation to select the optimal parameter values in a grid-search fashion. The models were trained with optimal parameter values in the training dataset.
Optimal parameter values were: max.depth = 3, eta = 0.3, objective = "multi:softmax," num_class = 3. Max.depth is the maximum depth of a tree generated during the learning process. The default value for max.depth is 6, whereas we set it as 3 to avoid overfitting problems. If this value is increased, a more complex model would be created, which is likely to overfit. ETA stands for learning rate. The default value(0.3) was used to objectively refer to the function used internally by the algorithm. Multi:softmax is used to allow the algorithm to do a multiclass ordering, since we have 3 target classes. Num class was set at 3, as we have 3 target classes(i.e., stages).

To build the classifier efficiently, we used the following parameter values: nthread = 8, nfold = 10, and nround = 5. Moreover, nthread refers to the number of threads that allows the algorithm to use them. The more threads, the faster the algorithm will be accomplished. However, too many threads cannot ensure optimal performance; nfold informs the algorithm to do a 10-fold cross-validation, while nround indicates the number of boosting rounds. We could not obtain better performance when we set nround to be greater than 6.

2.4 Evaluation criteria for model and performance evaluation

Accuracy, recall and precision were used for performance evaluation. Accuracy is a value that indicates the ratio of correctly identified data with all testing data. Recall is the ratio of positive cases that were correctly identified with the total number of positive cases. Precision is the ratio of those correctly predicted compared to the total predicted[21].

2.5 System specification

All experiments were performed on a machine with Xeon CPU 2.60GHz, 94 GB memory, while Ubuntu 14.04. R 3.2.1(London, UK) was used to run the code. The XGBoost package was used to build the classifier and to predict factors.

2.6 Additional statistical analysis

Chi-square analysis and one-way ANOVA were conducted to help explain the relation between the top 10 predictive factors and stages.

3. Results

3.1 Basic characteristics of study participants

A total of 370,430 subjects were included for the final modeling. 42.9%(n=158,980) of the subjects were male. The mean age of them was 50.0(Standard deviation=16.2) years ranged from 19 to 108. The most common education level was high school graduate(32.0%, n=118,536) and most subjects(87.3%, n=323,450) were married. 78.6% answered to their subjective health status positively(from normal to very good). 21.1%, 8%, and 2.2% of them have hypertension, diabetes mellitus, and cerebral infarction. In addition, 61.4% had experiences about listening or watching for information about MetS.

3.2 Results of XGBoost analysis

Fig. 1. Top 15 features weighted by XGBoost learning

We got overall prediction accuracy of 0.735, precision of 0.77, and recall of 0.73 submissions. Figure 1 shows the top 15 features weighted by XGBoost learning. Age(19.3%) was identified as the top predictive feature for Stage 3. Next was education level(8.1%) followed
by the attempt to control weight (7.8%), and the European QoL 5 Dimension (EQ-5D) mobility (6.4%).

3.3 Comparisons of stages according to the top 10 features
The relationship between the top features and outcome stages are summarized in Table 3. There are significant differences with these features according to outcome stages. Subjects in Stage 1 are significantly older than those in the other stages. Subjects in Stage 3 had a significantly higher proportion of those with advanced education, so attempts to control body

Table 2. The comparison of stage according to the top 10 features

<table>
<thead>
<tr>
<th>Feature</th>
<th>Total</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>X²</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age Mean(Standard Deviation)[Range]</td>
<td>50.0(16.2)[19-108]</td>
<td>57.1(18.7)</td>
<td>44.6(12.5)</td>
<td>45.6(12.5)</td>
<td>25,977.4</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uneducated</td>
<td>26,986(7.3%)</td>
<td>25,589(94.8%)</td>
<td>198(0.7%)</td>
<td>1,199(4.4%)</td>
<td>91,372.4</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Chinese classics</td>
<td>1,055(0.3%)</td>
<td>930(88.1%)</td>
<td>26(2.5%)</td>
<td>99(4.4%)</td>
<td>25,977.4</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Elementary school graduate</td>
<td>47,745(12.9%)</td>
<td>36,134(75.7%)</td>
<td>1,363(2.9%)</td>
<td>10,248(21.5%)</td>
<td>10,248(21.5%)</td>
<td></td>
</tr>
<tr>
<td>Middle school graduate</td>
<td>36,062(9.7%)</td>
<td>16,541(45.9%)</td>
<td>2,079(5.8%)</td>
<td>17,442(48.4%)</td>
<td>17,442(48.4%)</td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>118,536(32.0%)</td>
<td>35,726(30.1%)</td>
<td>8,702(7.3%)</td>
<td>74,108(62.5%)</td>
<td>74,108(62.5%)</td>
<td></td>
</tr>
<tr>
<td>Junior college graduate</td>
<td>43,402(11.7%)</td>
<td>11,025(25.4%)</td>
<td>3,651(8.4%)</td>
<td>28,726(66.2%)</td>
<td>28,726(66.2%)</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>81,385(22.0%)</td>
<td>15,147(18.6%)</td>
<td>5,677(7.0%)</td>
<td>60,561(74.4%)</td>
<td>60,561(74.4%)</td>
<td></td>
</tr>
<tr>
<td>Post graduate school</td>
<td>14,766(4.0%)</td>
<td>1,606(10.9%)</td>
<td>963(6.5%)</td>
<td>12,197(82.6%)</td>
<td>12,197(82.6%)</td>
<td></td>
</tr>
<tr>
<td>Attempt to control weight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attempt to lose weight</td>
<td>129,196(34.9%)</td>
<td>28,754(22.2%)</td>
<td>8,032(6.2%)</td>
<td>92,410(71.5%)</td>
<td>92,410(71.5%)</td>
<td></td>
</tr>
<tr>
<td>Attempt to maintain weight</td>
<td>46,914(12.7%)</td>
<td>8,633(18.4%)</td>
<td>2,414(5.2%)</td>
<td>35,867(76.5%)</td>
<td>35,867(76.5%)</td>
<td></td>
</tr>
<tr>
<td>Attempt to gain weight</td>
<td>16,673(4.5%)</td>
<td>6,003(36.0%)</td>
<td>1,114(6.7%)</td>
<td>9,556(57.3%)</td>
<td>9,556(57.3%)</td>
<td></td>
</tr>
<tr>
<td>No efforts to control weight</td>
<td>177,530(47.9%)</td>
<td>99,414(56.0%)</td>
<td>11,132(6.2%)</td>
<td>66,984(37.7%)</td>
<td>66,984(37.7%)</td>
<td></td>
</tr>
<tr>
<td>EQ-5D Mobility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have no difficulty in walking</td>
<td>307,260(82.9%)</td>
<td>92,803(30.2%)</td>
<td>20,273(6.6%)</td>
<td>194,184(63.2%)</td>
<td>194,184(63.2%)</td>
<td></td>
</tr>
<tr>
<td>Have difficulty in walking</td>
<td>57,359(15.5%)</td>
<td>44,579(77.7%)</td>
<td>2,210(3.9%)</td>
<td>10,570(18.4%)</td>
<td>10,570(18.4%)</td>
<td></td>
</tr>
<tr>
<td>Lay in bed all day</td>
<td>5,811(1.6%)</td>
<td>5,509(94.8%)</td>
<td>216 (3.7%)</td>
<td>86 (1.5%)</td>
<td>86 (1.5%)</td>
<td></td>
</tr>
<tr>
<td>Checking nutritional labeling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always check</td>
<td>47,348(12.8%)</td>
<td>6,516(13.8%)</td>
<td>3,270(6.9%)</td>
<td>37,562(79.3%)</td>
<td>37,562(79.3%)</td>
<td></td>
</tr>
<tr>
<td>Sometimes check</td>
<td>81,716(22.1%)</td>
<td>16,855(20.6%)</td>
<td>5,854(7.2%)</td>
<td>59,001(72.2%)</td>
<td>59,001(72.2%)</td>
<td></td>
</tr>
<tr>
<td>Don't check</td>
<td>168,115(45.4%)</td>
<td>71,450(42.5%)</td>
<td>11,141(6.6%)</td>
<td>85,524(50.9%)</td>
<td>85,524(50.9%)</td>
<td></td>
</tr>
<tr>
<td>Don't know what nutrition labeling is</td>
<td>27,213(7.3%)</td>
<td>24,410(89.7%)</td>
<td>364 (1.3%)</td>
<td>2,439(9.0%)</td>
<td>2,439(9.0%)</td>
<td></td>
</tr>
<tr>
<td>Don't eat processed foods</td>
<td>45,356(12.2%)</td>
<td>23,172(51.1%)</td>
<td>2,051(4.5%)</td>
<td>20,133(44.4%)</td>
<td>20,133(44.4%)</td>
<td></td>
</tr>
<tr>
<td>Private health insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>263,768(100.0%)</td>
<td>72,854(27.6%)</td>
<td>18,774(7.1%)</td>
<td>172,140(65.2%)</td>
<td>172,140(65.2%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>105,731(100.0%)</td>
<td>69,602(65.8%)</td>
<td>3,890(3.7%)</td>
<td>32,239(30.5%)</td>
<td>32,239(30.5%)</td>
<td></td>
</tr>
<tr>
<td>EQ-5D usual activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No difficulty in daily lives</td>
<td>317,404(85.7%)</td>
<td>99,517(31.4%)</td>
<td>20,664(6.5%)</td>
<td>197,223(62.1%)</td>
<td>197,223(62.1%)</td>
<td></td>
</tr>
<tr>
<td>Difficulty in daily lives</td>
<td>44,415(12.0%)</td>
<td>35,282(79.4%)</td>
<td>1,712(3.9%)</td>
<td>7,423(16.7%)</td>
<td>7,423(16.7%)</td>
<td></td>
</tr>
<tr>
<td>Cannot act normally</td>
<td>8,609(2.3%)</td>
<td>8,092(94.0%)</td>
<td>323(3.8%)</td>
<td>194(2.3%)</td>
<td>194(2.3%)</td>
<td></td>
</tr>
<tr>
<td>Experience of anti-smoking advertisements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>298,325(80.5%)</td>
<td>96,023(32.2%)</td>
<td>19,699(6.6%)</td>
<td>182,604(61.2%)</td>
<td>182,604(61.2%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>71,538(19.3%)</td>
<td>46,518(65.0%)</td>
<td>2,984(4.2%)</td>
<td>22,036(30.8%)</td>
<td>22,036(30.8%)</td>
<td></td>
</tr>
<tr>
<td>EQ-VAS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean(Standard Deviation)[Range]</td>
<td>1.6(18.6)[0-100]</td>
<td>64.7(21.1)</td>
<td>72.6(17.2)</td>
<td>76.3(15.0)</td>
<td>76.3(15.0)</td>
<td></td>
</tr>
<tr>
<td>Education in health center for Diabetes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>107,407(29.0%)</td>
<td>29,050(27.1%)</td>
<td>6,833(6.4%)</td>
<td>71,524(66.6%)</td>
<td>71,524(66.6%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>259,395(70.0%)</td>
<td>112,090(43.2%)</td>
<td>15,644(6.0%)</td>
<td>131,661(50.8%)</td>
<td>131,661(50.8%)</td>
<td></td>
</tr>
</tbody>
</table>
weight, no difficulty in walking, checking nutritional labeling, better private insurance, and have no difficulty in their daily lives, Experience of anti-smoking advertisements, higher EQ-VAS score, and education in health centers for diabetes.

4. Discussion

This study was conducted to identify factors associated with the stages of MetS and PA using secondary data obtained from the 2009-2013 KCHS. A powerful machine learning tool, XGBoost, was used for data analysis. The large dataset in the study was representative of community-dwelling Korean adults and includes over one hundred seventy variables related to health status.

Based on the machine learning results, age, educational level, weight control, EQ-5D mobility, private health insurance, and EQ-5D usual activity, Experience with anti-smoking advertisements, EQ-VAS, and education in health centers for diabetes mellitus were the top 10 factors for predicting Stage 3, especially for those who were aware of MetS and engaged in PA.

First, age and educational level were the most predictive factors classifying stages. A person who did not know about MetS and did not engage in PA was significantly older than others (over 10 years) and had lower educational levels. In this sense, it was difficult to compare results directly, because there were no studies related to MetS risk factors using data mining methods. However, the results did share strong connection to that of previous studies: how MetS risk decreased in the group with higher education levels[10,22]. This could mean that less educated and older people could be the vulnerable group at risk for MetS. Therefore, there is an educational program to encourage its awareness along with need for consistent PA in this group.

The results of this study show that people with experience in attempting to control body weight and checking the nutritional labeling tend to be much more perceptive about MetS and engaged in PA. The results were similar to the study of Lee and colleagues[6]’ regarding the elderly. This could mean that those who are actively concerned about health and practice good health behaviors also decrease MetS risks. In addition, three dimensions (mobility, usual activities, and pain) among EQ-5D were important factors related to group classifications. The EQ-5D is a measurement for assessing QoL. It consists of values based on a subject's mobility, self-care, usual activities, pain/discomfort, and anxiety/depression[23]. The results of this study point out that the current physical status related to QoL was an important factor in terms of perception and remaining involved with PA. It would be natural for people with higher mobility, along with the usual ability for daily activity, as well as less pain can do more exercise for their health. Moreover, Korean and US national survey studies showed that people with MetS had lower (health-related) QoL issues[24,25]. The group with both problematic health and QoL concerns (such as less mobility) would tend to be a higher risk group for MetS; in order to increase PA for people with limited mobility, some programs have been developed for exercise in bed.

Lastly, this study suggested that the data mining approach, particularly XGBoost, is useful for managing and analyzing big data, as it is both large and complex. Studies using healthcare data mining are increasing due to the explosion of healthcare big data[14]. There are popular data mining methods such as the decision tree, Support Vector Machines (SVM), Random Forest (RF), and Artificial Neural Networks (ANN)[14]. However, these methods often have weaknesses and learning constraints such as accuracy, interpretability, and efficiency[10]. Our study, which was the first trial to use XGBoost for prediction in risk group, showed that the XGBoost algorithm is faster, more accurate, flexible, and portable - and does not require manipulation of data, vs. other mining methods.
5. Conclusion

This study used an Extreme Gradient Boosting method to predict the group who took part in PA and correctly perceived MetS. The most weighted 15 factors were identified, and the relationship between these top factors and stages were able to shed a great deal of light on characteristics of the group. The results also highlighted age, education level, health, and QoL, along with the other usual pro-health activities, which were important factors in preventing MetS. The study has some limitation, however, because it did not compare performance with other data mining classifiers— including measures such as the area under the receiver operating characteristic curve (ROC-AUC). However, it clearly addressed how XGBoost can be used to identify factors influencing disease prevention, often as a preliminary analysis for bigdata with various but relevant variables.

References


prediction using extreme gradient boosting”, *Molecules*, vol. 21, no. 8, pp. 983, Jul 28, 2016. DOI: https://doi.org/10.3390/molecules21080983


---

**Soo-Kyoung Lee**  [Regular member]

- Feb. 1994 : Yonsei Univ., Nursing, BS
- Aug. 2013 : Seoul Univ., Healthcare Management and Informatics, Ph.D.
- Mar. 2014 ∼ present: Keimyung Univ., Nursing, Assistant Professor

*Research Interests*

Medical & nursing informatics, Health Big Data, Machine Learning, Network Analysis, m-Health

---

**Mikyung Moon**  [Regular member]

- Feb. 2000 : Kyungpook Nat’l Univ., Nursing, BS
- Aug. 2002 : Kyungpook Nat’l Univ., Nursing, MS
- Aug. 2011 : Univ. of Iowa, Nursing, Ph.D.
- Mar. 2012 ∼ Feb. 2015 : Keimyung Univ., Nursing, Assistant Professor
- Mar. 2015 ∼ present : Kyungpook Nat’l Univ., Nursing, Assistant Professor

*Research Interests*

Nursing management, Nursing Informatics