Visual Inspection System for Irregularly Formed Timing Belt with Low Reflection Ratio
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Abstract Visual inspection systems are widely proposed for the well formed surface materials like electronics parts. But the materials with ill reflection ability have many troubles when visual inspection system is introduced. We have developed a robust visual inspection system that can work well in spite of low reflection ratio and with much noise when truth model is not known in the mixed production line. A workpiece identification technique using k-means has been proposed to identify the type. Based on the identified type, a robust-to-noise segmentation method, called active contour, has been applied to segment the features from the image. Finally, Kalman filter has been applied to adapt the error variation. Experiment shows that performance is about to match the accuracy of manual measurement using projectors.
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1. Introduction

We propose a robust method that can identify the kind or type of timing belt automatically and measure angle of cross section of the belt with irregular surface even in the noisy situation.

Many clustering algorithms had been developed for unknown class identification [7]. Typical method such as k-means [8], E-M [1] or isodata [2] can be applied case by case. We applied k-means algorithm to reason the right model that is produced. Once the model is identified, the input data is classified by a classifier. The Baysian classifier [7] is generally utilized.

Next, feature extraction methods have been applied for extracting outline of image. Among many edge descriptors, line descriptors or curve descriptors, Hough transform [3] was not good enough because much noise in the data prevented the precise location of the boundary. As this method could be noise vulnerable, we applied the active contour, also called as a “snake” algorithm [4] with
dynamic programming [5] which maximizes the cost function. Finally, we applied Kalman filter [6] to reduce the effect of noise from the system and the environment.

2. System Description

The overall visual inspection system consists of the mechanical part which has mechanical positional units, the electrical part which mainly controls the mechanical device, and the computer measurement part which has image capture and processing software.

Fig. 1 shows GUI of the visual inspection system and its captured noisy image of belt section. Fig. 1(a) is the screenshot of the interface. Models of inspection are registered in advance by the operator. By running the model identification stage, the model parameters are refined to new ones. Fig. 1(b) is the raw image from the camera. This image includes much noise, which comes from the irregular surface of the belt.

3. Visual Inspection Method

3.1 Model identification

In a belt production line, various types of belts are manufactured on the conveyor lines with mixed fashion. Human inspectors check the belts whether good or not. Belts have their own criteria of quality which were determined at the stage of design. The operator in advance registers the standard parameters of the belt models with the sizes of the belt section. Then a linear classifier is applied to find the model.

In order to check the quality of all the belts that are produced on the line, each product should be compared with the criteria that are stored on the computer system. As belts are products which are made of from the forming process, they may have variations in sizes which are different with the case of inspection of machinery parts. Therefore, we need to allow a certain level of errors and should classify one if the error level is above the threshold(s).

Moreover, belt has characteristics that its mean values may be shifted with the production unit. In order to reflect these characteristics, we use a clustering method as a method of determining the type of belt and ascertain the mean and variances of design recommendation value. We use the mean and variance of belt which were found by the clustering method when the inspection machine works.

3.1.1 Estimation of class reference values

A lot of samples of belt were measured in order to classify the model of belt. As a feature set for belts, we selected the longer bottom width and the height of trapezoidal section of belt. We can describe the feature vector as

\[ X = [x_i | i = 1, \ldots, n] \]  

Here \( n \) is the total number of features in the vector. As we used the bottom width and the height of section of belt, number of features in this case is 2.

We can summarize an algorithm to identify belt types as follows:

1. Samples for every class of belts are prepared
2. We define the clustering center of \( k \) sets for belts as

\[ z = \{z_1, z_2, \ldots, z_k \} \]

where \( z_1, z_2, \ldots, z_k \) means center values of each data sets.

Mean values of \( k \) sets of classes are initialized. At this time, initial value is determined by referring to the prepared data of design.

While (TRUE) {
3. for (i=1 to m)
4. \( x_i \) is assigned to the class which has the nearest mean among them;
5. If (the value of assignment is the same as before)
break;
6. For (j=1 to k)
   
   \[ z_j = \text{substituted by the mean of sample before.} \]

Here \( z_j = (x_{1j}, x_{2j}) \) and \( x_{ij} \) is \( j \)-th clustering center of \( i \)-th component of the feature vector. Also, \( m \) is the number of samples and \( k \) is the number of class of belts.

### 3.1.2 Classification

Fisher’s discriminant method [8] was utilized to identify the model of input sample. Fisher’s method is usually used to the classification between classes which have distinct features such as classification of machinery parts.

This method is based on the dimensional reduction by transforming the feature space to the principal space. Between-class scatter and within-class scatter are used as measures to define degree of discrimination [8].

An objective function is defined as the ratio of between-class scatter and within-class scatter. As an objective function becomes to the minimum, distance between classes is maximized. While diffusion of data in the class is minimized, transformation to the more discriminative dimension is possible.

### 3.2 Robust angle measurement method

We estimate angle by using the extracted boundary line of the cross section of belts. Error reduction method follows to decrease the minute misalignment of camera which is caused by the vibration such as air cylinder movement.

Images which come from the camera include a lot of noises, which occurs when the light of laser collides on to the irregular surfaces of the belt as shown in Fig. 1(b). In order to measure angles precisely, noises should be removed before starting to extract boundary line of cross section or robust method have to be applied. In reality, contour search algorithm and line search algorithm in the OpenCV library [9] were tested on this problem, we could not find out the exact position of the boundary due to noises. In contrast, active contour algorithm showed excellent performance to find exactly the boundary of cross section of belt even though images are contaminated with a lot of noises.

#### 3.2.1 Active contour algorithm

Active contour algorithm [4] is a method to find the contour of object’s boundary. This uses minimization of the cost function to find object’s boundary. This algorithm assumes suitable set of points as a virtual boundary of object at the initial time. This virtual boundary is also called as “snake”. The snake assumes to have energy which are the summation of several terms of energy; internal energy which is proportional to the curvature of snake at that time, image energy that attracts a snake to lines, edges and terminations and external energy that external constraint imposes.

If snake is presented as parametric form, position of points on the snake can be described as

\[
\mathbf{v}(s) = (x(s), y(s))
\]  

(3)

Here is position of the snakes. Then, we can write the energy of snake as

\[
E_{\text{snake}} = \int_{0}^{1} E_{\text{int}}(\mathbf{v}(s))ds
\]

\[
= \int_{0}^{1} \{E_{\text{int}}(\mathbf{v}(s)) + E_{\text{image}}(\mathbf{v}(s)) + E_{\text{cons}}(\mathbf{v}(s))\}ds
\]  

(4)

Here \( E_{\text{int}} \) is the internal energy, \( E_{\text{image}} \) is energy by image force and \( E_{\text{cons}} \) is energy by external constraint force.

Internal energy which curves have can be described as

\[
E_{\text{int}} = (\alpha(s)\mathbf{v}(s) + \beta(s)\mathbf{v}(s))^2 / 2
\]  

(5)

Internal energy consists of first order term which is controlled by \( \alpha(s) \) and second order term which is controlled by \( \beta(s) \). First order term makes curve move like membrane. Second order term makes curve move like thin-plate. \( \alpha(s) \) and \( \beta(s) \) are weight values, these can control importance of each terms by decreasing or increasing the values.

In order to attract snakes to the line, edge or termination in the image, energy need to be defined as

\[
E_{\text{image}} = w_{\text{line}} E_{\text{line}} + w_{\text{edge}} E_{\text{edge}} + w_{\text{term}} E_{\text{term}}
\]  

(6)
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$E_{const}$ means energy which comes from the external condition, this can be set to user’s desired usage condition.

Active contour algorithm is a repetitive algorithm which snake at initial state moves approximately to the object’s boundary through the cost function minimization. The final goal is the snake which makes cost function to be minimized at that boundary.

Algorithm moves points on the snake at each time step to the direction such a way to satisfy the gradient of energy of (4). This is the optimization process of cost function at each step. There are a variety of optimization method such as variational method [4], dynamic programming [5]. As a termination condition, if goal of energy minimization is accomplished, the snake at that time shows the boundary of the object.

3.2.2 Extraction of boundary

At first, as one window was established on the whole area of cross section, distortion of contour occurred due to the curvature force of the corner. Window was divided into left and right ones as independent region of interest to solve distortion at the corner. This made the extraction of boundary to almost fit to the boundary of cross section.

Internal energy of curvature uses first order term in (5). First order term means derivative of image and implies continuity of curve. Second term shows the smoothness of the curve.

The outline of the belt is not curve but has cute corner as in Fig. 1(b), $\beta(s)$ can be assumed to be zero. We define the definition of the internal energy of snake by imposing the distance between the interior points on the curve a negative sign. Then equation (7) become

$$E_{int}(s) = \alpha(s)|\mathbf{v}_s(s)|^2$$
$$= -[v(s+1) - v(s)]^2$$

The image energy is defined as follows. To determine the cross section of the belt, it is better to detect the edges of the cross section which constitutes outer boundary.

If image energy of equation (6) is described by the energy of edge, it becomes as follows

$$E_{image} = E_{edge}$$
$$= -[\nabla I(x, y)]^2$$

As the total energy of the snake constitutes as the sum of the internal energy of equation (7) and the image energy of equation (8), it becomes

$$E_{snake} = \int_0^1 (E_{int}(v(s)) + E_{image}(v(s))) ds$$
$$= \sum_{i=1}^{N} -[v(s+1) - v(s)]^2 + \sum_{i=1}^{N} -[I(s+1) - I(s) - I(s)]^2$$

Here, $I(s)$ is the intensity at $s$ on the boundary, $N$ is the total number of the points on the boundary.

3.3 Error convergence

Fig. 2 shows the variation of measurement along the time. The reason why the measurement values are oscillating is that it is caused by the mechanical vibration.

![Measurement Error of Vision System](image)

[Fig. 2] Sequence of data observation on time

Although mean values which were averaged with certain number of the result of measurement were used in order to solve this trouble, this phenomenon could not be avoided as it comes from the initial errors.

To prevent oscillation of measurement value, Kalman filter was introduced. Kalman filter reduce the error which comes from the dynamic instability of the system by using Kalman gains which is continuously improved based on the update of covariance of measurements.

3.3.1 Kalman filter design

Kalman filter can estimate the true values based on the measurement update on each time step. Kalman filter
assumes linearity and Gaussian distribution on the uncertainty of the process. This assumption may work as a sort of limitation to apply this filter to the real system, because a lot of real systems are not linear, nor they don't have Gaussian distribution [6].

Kalman filter can be described as (10), (11), which consist of state equation of system and measurement equation of sensors of the system.

\[
x_k = Ax_{k-1} + Bu_k + w_{k-1}
\]

(10)

\[
z_k = Hx_k + v_k
\]

(11)

Here, \( x \in \mathbb{R}^n \) is a state variable of the system, \( z \in \mathbb{R}^n \) is the variable of measurement system. A matrix represents the system dynamics, \( B \) is the input gain to the system and \( H \) is the gain matrix showing measurement. \( w_{k-1} \) and \( v_k \) shows the state uncertainty and the measurement uncertainty in the system. \( w_{k-1} \) and \( v_k \) are generally represented by the Gaussian distribution as

\[
p(w) \sim \mathcal{N}(0,Q)
\]

\[
p(v) \sim \mathcal{N}(0,R)
\]

Here, \( Q \) means covariance of state uncertainty, \( R \) means covariance of measurement uncertainty. Kalman gain is determined by using equations (10), (11) and (12) as [6]

\[
K_k = P_k H^T (HP_k H^T + R)^{-1}
\]

(13)

Here, minus sign of covariance matrix \( P \) shows that this value was estimated based on the priori state.

Finally, a posteriori state of the system is described as

\[
\hat{x}_k = \hat{x}_{k-1} + K(z_k - H\hat{x}_k)
\]

(14)

Here \( \hat{x}_{k-1} \) is the estimate of a priori state of system state, \( \hat{x}_k \) means the estimate of a posteriori state of the system.

### 3.3.2 Error reduction

In order to implement Kalman filter to the angle measurement system, true angle we want to know is regarded as state variable, measured angle which was obtained from this system is regarded as measurement variable in the Kalman filter.

If we assume that there is no input and state noise has Gaussian distribution which has mean of 0, variance of 1%, the state equation of the system is

\[
x_k = x_{k-1} + N(0,0.01)
\]

(15)

Moreover, we assume that measurement gain is 1 and the noise induced from the system has mean of 0, variance of 0.1%. Then measurement equation becomes

\[
z_k = x_k + N(0,0.01)
\]

(16)

### 4. Experimental Results

Experiments were carried out for three types of model which are 18°, 19° and 20°.

We used the bottom width and the height of belt as a feature set for classification. Three types of belt could be identified by the k-means method. The result was converged within 10 recursive cycles.

As can be seen from Fig. 3 the result from the dynamic programming was excellent to extract the center line of the image on noise. It was robust to many outliers in this case. And the error reduction using Kalman filter also showed the good performance compared to the manual projector measurement.

![Fig. 3](image-url) Extraction of outline boundary of the cross section of the belt. (a) mismatch in case of worst reflection (b) excellent match even in the big noise in the roof of the cross section

Fig. 4 shows that the application of filter was effective to let the data sequence converge to the admissible range of error. As we can see from Fig. 4, the error is depressed by the effect of the Kalman filtering.
5. Conclusion

We have developed a robust visual inspection system in a mixed production line with materials having low reflection ratio. The autonomous model identification and its parameter update of classifier were accomplished. The extraction of boundary line of cross section of the belts proved to be robust in spite of a lot of noise inclusions. Errors from the unstable mechanical system could be reduced reasonable level by using the Kalman gain update. This has been proved to be good to use in the well illuminated, noisy environment like a rubber belt production line.
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